A new image calibration system in digital colposcopy
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Abstract: Colposcopy is a primary diagnostic method used to detect cancer and precancerous lesions of the uterine cervix. During the examination, the metaplastic and abnormal tissues exhibit different degrees of whiteness (acetowhiteness effect) after applying a 3%-5% acetic acid solution. Colposcopists evaluate the color and density of the acetowhite tissue to assess the severity of lesions for the purpose of diagnosis, telemedicine, and annotation. However, the color and illumination of the colposcopic images vary with the light sources, the instruments and camera settings, as well as the clinical environments. This makes assessment of the color information very challenging even for an expert. In terms of developing a Computer-Aided Diagnosis (CAD) system for colposcopy, these variations affect the performance of the feature extraction algorithm for the acetowhite color. Non-uniform illumination from the light source is also an obstacle for detecting acetowhite regions, lesion margins, and anatomic features. Therefore, in digital colposcopy, it is critical to map the color appearance of the images taken with different colposcopes into one standard color space with normalized illumination. This paper presents a novel image calibration technique for colposcopic images. First, a specially designed calibration unit is mounted on the colposcope to acquire daily calibration data prior to performing subject examinations. The calibration routine is fast, automated, accurate and reliable. We then use our illumination correction algorithm and a color calibration algorithm to calibrate the exam data. In this paper we describe these techniques and demonstrate their applications in clinical studies.
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malignant cervical intraepithelial neoplasia (CIN) and if detected early and treated adequately, 500,000 new cases and over 270,000 deaths annually [1]. Invasive disease is preceded by pre-
Uterine cervical cancer is the second most common cancer in women worldwide, with nearly 1. Introduction

Colposcopy is one of the primary diagnostic methods used to detect CIN and cervical cancer, following an abnormal cytological screen (Papanicolaou smear). The purpose of a colposcopic examination is to identify and rank the severity of lesions, so that biopsies representing the highest-grade abnormality can be taken, if necessary. A colposcopic examination involves a systematic visual evaluation of the lower genital tract (cervix, vulva and vagina), with special emphasis on the subjective appearance of metaplastic epithelium comprising the transformation zone on the cervix. During the exam, a 3-5% acetic acid solution is applied to the cervix, causing abnormal and metaplastic epithelia to turn white. Cervical cancer precursor lesions and invasive cancer exhibit certain distinctly abnormal
morphologic features that can be identified by colposcopic examination. Lesion characteristics such as color or opacity, margin shape, blood vessel caliber, intercapillary spacing and distribution, and contour are considered by colposcopists to derive a clinical diagnosis [3]. Lugol’s iodine is another contrast solution often used during colposcopy in which the color difference of the iodine staining also assists in identifying and differentiating the severity of the lesions.

However, the color and appearance of digital colposcopic images vary with the light sources, the instruments and camera settings, as well as the clinical environment. As illustrated in Fig. 1, the color of the epithelium may look very different (including normal and abnormal findings) in cervical images acquired with different instruments or at different times. This makes the assessment of the color information very challenging, even for an expert. Using an objective image calibration technique accompanied by corresponding monitor calibration technique may help the physician/colposcopists to better assess the information in cervical images in terms of diagnosis and severity.

The use of digital imaging is revolutionizing medical imaging and enables sophisticated computer programs to assist the physicians with Computer-Aided-Diagnosis (CAD). Clinicians and academia have suggested and shown proof of concept to use automated image analysis of cervical imagery for cervical cancer screening and diagnosis [4-6]. Various image processing algorithms have been developed to detect different colposcopic features, such as acetowhite color[7-9], lesion margins [10,11], and blood vessels [12-14]. On the other hand, lack of color calibration of the digital images makes it very difficult to accurately extract the color property of the acetowhite lesions. The non-uniform light distribution has also been a major obstacle extracting lesion margins and blood vessel structures.

CAD for colposcopy could have a direct impact on improving women’s health care and reducing the associated costs. Accurate color calibration is a crucial factor in developing a CAD system for colposcopy. Several image enhancement techniques, such as histogram stretching and/or equalization, have been used in an attempt to compensate for uneven light distribution or color differences [13,15]. However, illumination differences are dangerous to be processed via histogram technologies in cases where color is used for diagnosis. Those techniques offer maximal differentiation, but do not map color information correctly. To our knowledge, the design of a system that both corrects the non-uniform light distribution and calibrates the color of the colposcopic images has not yet been reported.

STI® Medical Systems are developing digital imaging technology for cervical cancer screening and diagnosis. On that note, we have developed a high-resolution digital colposcope to acquire high-resolution digital imagery for colposcopy. To accompany the digital colposcope, we have designed a calibration unit to acquire calibration data at the clinical sites. The calibration is performed daily before the subject examination. The process is fast,
automatic and easily done by a nurse or clinical operator. We use an illumination correction algorithm and a color calibration algorithm to calibrate the exam data. The illumination correction algorithm normalizes the light distribution by dividing the exam image with its corresponding neutral gray target image. The color calibration algorithm estimates the linear mapping between two different color spaces and uses an optimization process to compensate for any non-linearities. Morphological operations are also applied for noise removal and color patch detection. Our calibration system has been successfully applied at multiple clinical sites. A calibrated digital colposcopic image database with to date 149 human subjects is under construction.

2. Method description

Generally speaking, the colors in an image depend on the light source, the image acquisition device, and the properties of the subject being imaged. The red, green, and blue color filters of a digital color camera are designed to mimic the color sensitivity of the human eye and are, thus, said to be creating a “true” color image. In reality, the color filter responses are fairly dissimilar to the sensitivity of the human eye which means that color cameras and the eye represent colors quite differently. The different color representations are especially noticeable under different lighting conditions. Consequently, depending on lighting conditions and camera characteristics, digital color image often appear different from what is perceived by eye. The goal of image calibration is that the colors should appear to be identical, independent of camera/camera settings and light source used. This can be achieved by mapping the color appearance of the images taken with different instruments into a standard color space, as illustrated in Fig. 2.

Fig. 2. The concept of color calibration: mapping the raw color space of different instruments into a standard color space.

The entire calibration procedure proposed for the colposcopic image calibration is shown in Fig. 3. Both exam data and calibration data are acquired at the clinical sites using the same instrument. Calibration data includes images of a gray target for gray balance and a color target for color calibration (see Fig. 4). The image of the color target is processed by a gray balance algorithm to normalize the light distribution. This image is then used to compute color
correction matrices for the color calibration algorithm. The exam data are processed using the
gray balance algorithm followed by the color correction algorithm. The calibrated exam data
are then ready for algorithm development of the CAD system for colposcopy, colposcopic
image annotation, and telemedicine.

2.1 Gray balance algorithm

The gray balance calibration is used to normalize the spatial variations of the light source and
the camera response. In our current implementation, we use the gray color corresponding to
Neutral 5 color patch in the ColorChecker from GretagMacbeth (www.gretagmacbeth.com)
as the calibration target. An image of the gray calibration target is shown in Fig. 4(a). The
reflectance value of the gray target is 20% over the entire visible spectrum. The corresponding
8-bit RGB values are (122, 122, 121) in the sRGB color space for illuminant D65.

\[
C_{gb}(x, y) = \frac{C_{raw}(x, y) - C_{background}(x, y)}{C_{grayflat}(x, y) - C_{graybackground}(x, y)} \times S_c
\]

where \(C_{gb}(x,y)\) is the gray balanced image, \(C_{raw}(x,y)\) is the raw monochrome channel image,
\(C_{background}(x,y)\) is the background image that corresponds spatially to the raw image acquired
with ambient light on but with the instrument light off, \(C_{grayflat}(x,y)\) is the image of the gray
target with both ambient light and the instrument light on, \(C_{graybackground}(x,y)\) is the image taken
from the gray target with ambient light on but instrument light off, and \(S_c\) is the gray target
ground truth value for a monochrome color channel in the corresponding color space. Any
background image acquired with the background, or room, light on should be acquired at a
very short time before or after the acquisition of the raw image, such that no movement of the
scene can happen. In order to reduce the noise to a minimum in the gray balanced images, we use the average of multiple gray dark and gray flat images in Eq. (1) and we also apply low-pass filtering on the images.

The gray balance algorithm can, in theory, be applied to the image in any color space. The use of RGB space is very common in digital image processing as they are produced by most color image-capturing devices and they can be directly displayed on a monitor. However, the use of RGB space in computer vision applications has drawbacks. First, there is high correlation among RGB channels for natural images [16,17]. Second, the representation of RGB is not very close to the way humans perceive colors, as humans normally determine color by parameters such as brightness, hue and colorfulness [18]. The third drawback is that RGB space is not perceptually uniform [19]. CIE-Lab is a perceptually uniform color space that has proven to perform better than RGB for color texture analysis [20]. It also has been applied to cervical image segmentation [7]. A computational benefit of CIE-Lab (or any other approximately perceptually uniform space, like HSV or HLS) compared to RGB is that the gray balance correction only needs to be applied to the luminosity channel of the image [see Fig. 5(a)] whereas gray balancing must be applied to each color channel in RGB [see Fig. 5(b)].

\[
\begin{bmatrix}
A_1 & B_1 & C_1 \\
A_2 & B_2 & C_2 \\
\vdots & \vdots & \vdots \\
A_n & B_n & C_n \\
\end{bmatrix}
= 
\begin{bmatrix}
1 & \text{native}_A & \text{native}_B & \text{native}_C \\
1 & \text{native}_A & \text{native}_B & \text{native}_C \\
\vdots & \vdots & \vdots & \vdots \\
1 & \text{native}_A & \text{native}_B & \text{native}_C \\
\end{bmatrix}
\begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
\vdots & \vdots & \vdots \\
a_{n1} & a_{n2} & a_{n3} \\
\end{bmatrix}
\]  

(2)

Fig. 5. Gray Flat image (a), Cross-sectional signal in CIE-Lab color Space illustrating non-uniformity in the luminosity, L, channel only (b) Cross-sectional signal in RGB space showing non-uniformity in all three channels. The CIE-lab color space is scaled to the same type as the input signal which in our case is a 16-bit signal.

2.2 Color calibration algorithm

The color calibration algorithm is based on the work by Wolf [21] who presented an automated color correction matrix computation approach for correcting inaccurate color output by digital still and video imaging systems. Such a matrix-based color calibration method is common on imaging devices due to their generally well behaved performance. A look up table can also be generated from the color correction matrix to speed up the calibration process. The method uses a known reference image together with a robust least-square algorithm to estimate the optimal color channel matrix that must be applied to the output images in order to correct for color inaccuracies. The color transformation can be represented by the following equation:
where \( n \) is the number of color patches, \((A_i, B_i, C_i)\) are the calibrated colors, \((\text{native}A_i, \text{native}B_i, \text{native}C_i)\) are the native colors extracted from the image of the color targets, and \([a_{ijk}]\) is the 4x3 color transformation matrix.

A third-order polynomial fitting to the individual color components is also applied in order to perform a monotonic non-linear correction:

\[
y_j = b_{1j}x_j^3 + b_{2j}x_j^2 + b_{3j}x_j + b_{4j}
\]

where \( j = 1, 2, 3 \), corresponds to the three channels of the image, \( x_j \) denotes the color values of the individual color component before the non-linear correction, \( y_j \) denotes the color values after the non-linear correction, and \([b_{ijk}]\) composes another 4x3 color transformation matrix. In our implementation of the color calibration algorithm we compute the linear color correction matrix first, followed by the monotonic non-linear correction. This order is selected empirically and provides the best fit to the true color values for our data set.

We adapted Wolf’s method into our cervical image calibration system, using the following steps:

a) Perform gray balancing of a color calibration target such as the GretagMacbeth color checker [see Fig. 4(b)],

b) Automatically extract the position and color values of the color patches from the gray balanced color calibration target using morphology operations.

c) Compute the color correction matrices between the extracted values and the standard values in the preferred color space using Eq. (2) and Eq. (3),

d) Apply the calculated color transformation matrix on any raw cervical image.

In general, the gray balance and the color calibration algorithms can be applied to any color space. In the current clinical application, the gray balance algorithm and the color correction matrices are computed in the CIE-Lab color space. Currently, the RGB signals are transformed to CIE-lab space using functions provided by Matlab under the assumption of an sRGB output for the camera RGB signal. The output CIE-Lab signal is automatically normalized to the same data type as the input signal, which in our case is a 16 bit unsigned integer. The ground truth of the color values is provided by the manufacturer of the color target but also verified and adjusted over time with reflectance measurements performed using a NIST-traceable reflectance system (Optronic Laboratories, Inc., OL740-70).

3. Data acquisition and hardware

3.1 Digital Colposcope

Many high-resolution cervical images have been acquired using a customized 35mm film camera, the Cerviscope®, from National Testing Laboratories. These cervical images are of excellent quality and of very high-resolution but must be scanned prior to their use in digital image processing. Although digital video colscopes are commercially available and most coloscope manufacturing companies provide means to attach still or video cameras to their coloscopes, digital colposcopy is still in its infancy. Research efforts using a color video camera attached to a standard coloscope for reflectance and fluorescence studies have been developed and tested in clinical settings [22,23] but high-resolution digital image acquisition systems are usually not available.

As a potential source of high-resolution digital imagery for colposcopy, STI’s digital colposcope was developed to acquire images with a resolution sufficient for vessel detection. The digital colposcope, as seen in Fig. 6, utilizes a standard coloscope (Seiler, Series 935), two high-resolution digital cameras (Kodak, DCS Pro 14n or SLR/n), and a fiber guided light source assembly (Seiler, Series 935 standard halogen lamp or Perkin Elmer, DiX1765 Xenon lamp). In addition to high-resolution imaging capabilities, the digital colposcope includes...
stereoscopic imaging capabilities (used for three-dimensional image reconstruction) and cross-polarized image acquisition (used to remove specular reflections). The instruments have been used to acquire cervical data at the Tripler Army Medical Center in Honolulu, Hawaii, the Eisenhower Army Medical Center in Augusta, Georgia, as well as in Instituto Especializado de Enfermedades Neoplásicas in Lima, Peru, and Hospital Regional in Cuzco, Peru.

Fig. 6. High-resolution digital colposcope with stereoscopic and cross-polarized imaging capabilities.

3.2 Calibration Unit Design

The calibration unit is designed to fully automate the data acquisition process of calibration and instrument characterization targets at the clinical sites. The unit, as shown in Fig. 7, consists of three main parts: 1) a motorized filter wheel (customized Thorlabs filter wheel FW102), 2) calibration targets, and 3) a light shielding tube. Up to six targets including a gray target and a color target for gray and color calibration, as well other targets for, e.g., stereoscopic image calibration, resolution, focus, and depth-of-focus verification can be mounted on the filter wheel.

The filter wheel is motorized and switches the calibration targets automatically. The light shielding tube is used to mimic the lighting condition when exam data is acquired. The calibration images are acquired daily at the clinical site by the operator, who controls the system through a calibration acquisition program. The process is highly automated and requires only three steps to be performed: 1) connect the calibration unit to the colposcope [see Fig. 7(b)], 2) start the calibration program, and 3) remove the calibration unit. The entire image acquisition process takes about 10 minutes and requires no supervision by the operator. After the acquisition of calibration data, the digital colposcope is ready for acquiring exam data for the entire day. The calibration data is used to calibrate the exam data acquired the same day.
Fig. 7. Calibration unit (a) The major components of the calibration unit: calibration targets, filter wheel, and the tube, (calibration target cover removed) (b) Calibration unit mounted on the digital colposcope to take calibration data (including the calibration target cover).

4. Experimental results

Our digital colposcopes and calibration units have been utilized at the four clinical sites mentioned previously, using three different digital colposcopes. To date, clinical exam data for 149 human subjects, including cervical images before and after application of acetic acid and Lugol’s iodine images, have been collected and calibrated.

4.1 Gray balancing

The result of the illumination correction on the gray target is visualized in Fig. 8. The light distribution of the luminosity channel in the gray flat image is shown in Fig. 8(a) and Fig. 8(b) is the corresponding light distribution after applying the gray balancing. These images clearly show the effect and importance of applying a gray balancing algorithm to the clinical data.

4.2 Color calibration

The color calibration process is illustrated in Fig. 9 for the color calibration target. The original image is shown in Fig. 9(a), while Fig. 9(b) shows the result of the automatic patch finder, and (c) shows the final calibrated color target image. The mean error between the color values of the ground truth and the calibrated color values is less than 6 pixel values for 8 bit images (i.e. 2.4%).
4.3 Cervical image calibration

Examples of calibration results on cervical imagery can be seen in Fig. 10, Fig. 11, and Fig. 12. In these figures, the top row displays the cervical images before calibration, and the bottom row displays the corresponding calibrated images. In Fig. 10 and Fig. 11, examples of pre-acetowhite images, acetowhite images, and Lugol’s iodine images acquired in Augusta, USA and Lima, Peru, respectively, are shown. Examples of acetic acid images taken in Honolulu, USA are shown in Fig. 12. The colposcope used in Honolulu, USA, had different cameras and a different light source (Kodak DCS Pro 14n and Seiler, Series 935 Halogen lamp) compared to the camera and light source (Kodak DCS Pro SLR/n and Perkin Elmer, DiX1765 Xenon lamp) used in Augusta and Peru.

Visually, it can be seen that the periphery of the cervix looks darker in the un-calibrated images due to the inherent light source intensity drop-off and thus the periphery is brightened in the calibrated images. In Fig. 10 and Fig. 11, the raw images look bluer than the calibrated image. This is because the Xenon light source used has a strong blue emission component. As a comparison, the raw images shown in Fig. 12 look redder because the halogen light source has a “redder” emission spectrum. From the calibrated images we can see that the color effect caused by using different light sources and camera systems has been adequately corrected for by applying both gray balancing and color calibration.
Fig. 10. Calibration results I (Xenon lamp, Augusta data), (a), (b), and (c) are colposcopic pre-acetowhite, acetowhite, and Lugol’s iodine images, respectively, before calibration, and (d), (e), and (f) are corresponding calibrated images.
Fig. 11. Calibration results II (Xenon lamp, Lima data). (a), (b), and (c) are colposcopic pre-acetowhite, acetowhite, and Lugol’s iodine images, respectively, before calibration, and (d), (e), and (f) are corresponding calibrated images.
4.4 Performance evaluation

In colposcopy, epithelium that appears grossly normal but turns white after application of 3\% to 5\% acetic acid is called acetowhite epithelium. A feature that colposcopists use to assess the severity of a lesion is to evaluate the color and the density of the acetowhite reaction. Typically, abnormal acetowhite epithelium varies from a faint or a bright white (low-grade changes) to a dense gray-white (high-grade lesions). Acetowhite epithelium is one of the major diagnostic features observed in detecting cancer and pre-cancerous regions and it is the only diagnostic feature used in a cost effective screening method commonly used in developing countries, Visual Inspection with Acetic Acid (VIA). A detailed description of the diagnostic features of acetowhite epithelium can be found in reference [2]. In order to develop a basic CAD system for colposcopy, we have implemented a fully unsupervised acetowhite feature extraction algorithm to analyze the color properties of acetowhite epithelium [24]. The algorithm segments the acetowhite regions based on K-means clustering in joint high dimensional color-texture space, and models different shapes of the colors as Gaussian mixtures. The mean value of the Gaussian represents the color property of the corresponding acetowhite region. In order to access the effectiveness of our calibration approach, we have run this algorithm on both un-calibrated and calibrated images, and compared the detection results with colposcopic annotations.

A cervical image acquired after the application of acetic acid is shown in Fig. 13. The data was acquired in Lima, Peru and was calibrated according to the process discussed in this paper. The subject was confirmed, by a standard histopathological exam, to have a high grade squamous intraepithelial lesion (HSIL). The acetowhite feature extraction algorithm has been...
applied to the same region of interest of the un-calibrated and calibrated images and with the same parameter settings. Since only unsupervised algorithms are involved, no learning and prior knowledge has been used. Fig. 13(a) shows the algorithm result on the un-calibrated image, Fig. 13(b) shows the algorithm result on the calibrated image, and Fig. 13(c) shows the expert colposcopist’s annotation. The blue lines indicate detected acetowhite regions with similar color properties.

![Figure 13](image)

Fig. 13. (a) Acetowhite region detection results for un-calibrated image, (b), Acetowhite region detection results on calibrated image, (c) colposcopist’s annotation. (Blue curves indicate detected regions.)

Although the current results are preliminary, we can see that the acetowhite detection result on the calibrated image provides a much better match to the annotation. The result on the un-calibrated image is significantly affected by both the non-uniform distribution of the light intensity and the perceived color information. The extracted color values of the corresponding acetowhite regions from both images are represented by the pseudo images shown in Fig. 14. These images are composed of the average acetowhite colors extracted from the non-calibrated and calibrated images respectively, such that the visual difference of colors can be easily inspected.

![Figure 14](image)

Fig. 14. The average color values of the extracted Acetowhite regions from (a) the un-calibrated image and (b) the calibrated image in Fig. 13. pre-acetowhite, acetowhite;

The parameters and settings of the acetowhite detection algorithm can be tweaked to accommodate the color information in the un-calibrated image so that the detection result better matches the annotation. However, without both gray balancing and color correction, these parameter settings will have to be modified when the detection algorithm is applied to images acquired with other colposcopy systems. Applying both gray balancing and color correction, the same parameter settings can be used independently of the colposcopy system.

5. Conclusions

The color and illumination of cervical images offer important information for cervical cancer screening and diagnosis. The inability to correct the color and illumination in colposcopic images has precluded the development of an effective CAD system for colposcopy. In this paper, a new colposcopic image calibration technique that standardizes the visual appearance of colposcopic images has been presented. Our image calibration technique includes the design of a fully automatic calibration unit for data acquisition at the clinical site, a gray
balance algorithm for effective illumination correction, and a color calibration process. The system has been applied in multiple clinical sites with different instruments. The results of acetowhite feature extraction algorithm have shown the effectiveness of the proposed technique and the importance of applying both gray balancing and color correction. The technique is a vital element for annotation and further algorithm development purpose in CAD systems. It is also useful for telemedicine and building standard databases for research and development in industry and academia. The designed calibration system can be easily adapted to other similar medical applications.
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